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Previous results show that the °oating reference theory (FRT) is an e®ective tool to reduce the
in°uence of interference factors on noninvasive blood glucose sensing by near-infrared spectros-
copy (NIRS). It is the key to measure the °oating reference point (FRP) precisely for the
application of FRT. Monte Carlo (MC) simulation has been introduced to quantitatively in-
vestigate the e®ects of positioning errors and light source drifts on measuring FRP. In this article,
thinning and calculating method (TCM) is proposed to quantify the positioning error. Mean-
while, the normalization process (NP) is developed to signi¯cantly reduce the error induced by
light source drift. The results according to TCM show that 7�m deviations in positioning can
generate about 10.63% relative error in FRP. It is more noticeable that 1% °uctuation in light
source intensity may lead to 12.21% relative errors. Gratifyingly, the proposed NP model can
e®ectively reduce the error caused by light source drift. Therefore, the measurement system for
FRPs must meet that the positioning error is less than 7�m, and the light source drift is kept
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within 1%. Furthermore, an improvement for measurement system is proposed in order to take
advantage of the NP model.

Keywords: Thinning and calculating method; Monte Carlo simulation; noninvasive blood glucose
sensing; °oating reference theory; positioning error; light source drift.

1. Introduction

Near-infrared (NIR) spectroscopy is an e®ective
method1–4 that assists in noninvasive and continuous
monitoring of the blood glucose level. However, this
method has not been widely used in clinical use since
it is limited to series of factors, such as the changes of
physiological background and the indeterminate
experimental conditions, which may a®ect the sig-
nals of blood glucose to a great extent.5–7 Here,
°oating reference theory (FRT)4,8 was applied to
address the aforementioned limitation. It can be
pointed out that at the °oating reference point
(FRP), the di®use re°ection was independent of the
change of blood glucose concentration. Therefore,
we can take advantage of the information detected at
this location as a reference signal to eliminate the
unpredictable interference. Since the existence of
FRP has been veri¯ed by theoretical derivation
and Monte Carlo (MC) simulation in previous stud-
ies,3,4,8 the main task of putting this theory into
practice is to precisely locate theFRPby experiments.

The relevant measurements have been performed
with a ¯ber bundle detection system.9 Unavoidably,
there was a deviation between the measuring and
theoretical positions due to series of factors, such as
positioning inaccuracy, light source drift, tempera-
ture and so on. Chen5 dedicated to ¯nding out the
errors caused by the temperature and proposed a
method that could e®ectively reduce the in°uence
of interference on sample spectrum. According to
this model, the root mean square error of prediction
(RMSEP) of glucose concentration was 17.68mg/
dL. Min7 and Wang10 put emphasis on developing
mathematical models for modifying the in°uence
of instrument drifts. Min6 conducted in vitro aque-
ous glucose solution experiments with the following
three models, single-beam measurement, single-
beam measurement with reference correction and
double-beam measurement with double detectors.
It demonstrated that the predictive ability of the
PLS model based on double-beam measurement
performed more stably with an average RMSEP of
13.76mg/dL.

Errors brought by mechanical positioning inac-
curacy11,12 and light source drift7,10 may lead to
mistakes in di®use re°ection spectra. However,
these errors have not been quantitatively investi-
gated in previous work. Thereby, in this manu-
script, the MC simulation13 is adopted to
investigate the errors caused by the positioning and
light source factors. The MC simulation1,13–18 is
suitable for this research, because it provides more
abundant information about the di®use re°ection
light of glucose solution than those obtained from
experimental observations. Herein, thinning and
calculating method (TCM) is proposed and devel-
oped to quantify the positioning errors. The quan-
ti¯cation of the error brought by positioning
inaccuracy is signi¯cantly useful to understand how
positioning error a®ect the measurement of FRP.
Meanwhile, the normalization process (NP) is
expressed to eliminate the errors in NIR spectra due
to light source drifts. Moreover, the incorporation of
NP into TCM could assist in the identi¯cation of
the comprehensive e®ects of positioning inaccuracy
and light source drift on FRP measurement. Thus,
our study provides a means to improve the mea-
surement instrument by collecting the di®use re-
°ection and light source intensity simultaneously,
with the result of reducing the error caused by light
source drift to a certain extent.

2. Methods

2.1. MC simulation for the FRT

MC simulation is a statistical model which can ex-
cellently mimic photon propagation in tissue-like
media.1,13–19 It includes series of photon–tissue
interactions which are dominated by optical para-
meters of the sample media, such as photon launch,
absorption, re°ection, scattering, etc. Within this
study, the multi-layered media (MCML) program
was previously proposed by Wang et al.13 Here, this
program is employed to simulate the photon prop-
agation in the homogeneous semi-in¯nite medium.
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In this paper, the MC simulation is carried out
with the given optical properties.19–25 The wave-
length is ¯xed at 1310 nm and the photon number
(PN) is speci¯ed as 1010. The scattering medium
is Intralipid solution with di®erent glucose con-
centrations. The volume fraction of Intralipid is
¯xed at 2% and the glucose concentration ranges
from 0 to 2500mg/dL, with an interval of 500mg/
dL. The di®used re°ection signals collected from
pure Intralipid solution is chosen as the reference
spectrum. By deducting the reference medium, we
can obtain the variations of re°ection caused by

glucose against with di®erent radial distances. As
shown in Fig. 1, at the wavelength of 1310 nm,
the radial FRP where the di®use re°ection is inde-
pendent of the change of glucose concentration,
locates at 1.93016mm in 2% Intralipid solution.

2.2. TCM for positioning inaccuracy

The di®use re°ection signals are collected at rings
according to the MCML code, and the radii of the
outer circles are recorded as the radial distance
(Fig. 2). The sampling rings are centered at the
light source with a speci¯ed sampling interval width
between each circle. Therefore, the signals detected
by the rings will change with the ring areas, as well
as the incident PNs. Meanwhile, the ring area is
dependent on the sampling interval, thus that the
di®use re°ection will be a®ected by the sampling
interval.

The original interval 4 is 0.1mm in terms of
the MC code, so the re°ection can be recorded at
radial positions from 0.1 to 10mm with an interval
of 0.1mm (Fig. 2(a)). As long as the parameter 4
is changed from 0.1 to 0.02mmby uniformly dividing
the original ring into ¯ve new sampling rings, we can
obtain the signals at the radial positions from 0.02
to 10mm with an interval of 0.02mm (Fig. 2(b)).

Fig. 1. The FRP of glucose in 2% Intralipid solution by
simulation.

Fig. 2. Schematic of thinning the sampling interval: (a) original interval, the left represents vertical view and the right represents
side view; (b) new interval, the left is vertical view and the right is side view.

MC simulation-based TCM for noninvasive blood glucose sensing by NIRS

1650041-3

J.
 I

nn
ov

. O
pt

. H
ea

lth
 S

ci
. 2

01
7.

10
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 H

U
A

Z
H

O
N

G
 U

N
IV

E
R

SI
T

Y
 O

F 
SC

IE
N

C
E

 A
N

D
 T

E
C

H
N

O
L

O
G

Y
 o

n 
09

/2
2/

18
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



Firstly, in order to analyze the in°uence of dif-
ferent intervals, the di®use re°ection light intensity
is converted into PN as

Ni ¼ Rdri � ð2�RiÞ � 4 �N ð1Þ
where Ni is the PN received at the ith ring, Rdri is
the di®used light at the ith ring, Ri is the radius at
the ith ring, 4 is the sampling interval and N is the
incident PN. The ring area can be approximated to
a rectangle since it is too small. Then, the 500 new
thin rings are divided into 100 groups with adjacent
rings, which is listed in Table 1.

Thirdly, the PNs at radial positions are calcu-
lated by adding the PNs in corresponding groups
using Eq. (2):

NG1 ¼
X5

i¼1

Ni; NG2 ¼
X10

i¼6

Ni; . . . ;

NG99 ¼
X495

i¼491

Ni; NG100 ¼
X500

i¼496

Ni;
ð2Þ

where NGj (j ¼ 1, 2, . . . , 100) is the PNs at the jth
group, Ni (i ¼ 1, 2, . . . , 500) is the PNs at the ith
ring.

The proximity of NG and No (the PNs collected
by the original interval) has been assessed in
Table 2. Compared with No, NG shows excellent
agreement with it.

This method, incorporating thinning, converting,
grouping and calculating, is called TCM. TCM
can be utilized for analyzing positioning error
quantitatively.

Precisely, the original sampling ring 4 is divided
into 100 new rings, and accordingly, the data sets of
re°ection signal are recorded at radial positions
from 0.001 to 10mm with an interval of 0.001mm.
By this way, we can obtain 10,000 positions with
corresponding light intensity.

Figure 3 shows the schematic of positioning in-
accuracy. Point \A" represents the exact position,
\B" represents the calculated position, which is
closer to light source than \A", and \C" represents
the calculated position, which is farther away from
the light source than \A". Afterwards, we de¯ne
\A" as \datum position (0)", \B" as \nearer
(---)" and \C" as \farther (++)". Taking \++1"�m
error for example, the 10,000 thin rings are divided
into 100 groups: the ¯rst group enclose the 1st–
101st thin rings nearest to the light source, the last
group contains the 9,902th–10,000th thin rings
farthest from the light source, and the other groups
incorporate the 100 thin rings respectively in se-
quence. Then, the PNs at the calculated positions
from 0.101 to 10.001mm (with an interval of
0.1mm) can be obtained. The impact of the posi-
tioning error on measured results can be illustrated
by comparing the PNs at the calculated position
(0.101–9.901mm) with that at \0" (0.1–9.9mm).
By using TCM, the detail procedures for quantita-
tive analyses of positioning errors are described in
Table 3.

Basing on the method listed in Table 3, we are
able to analyze arbitrary positioning errors. Since
the sampling interval can be changed to 0.5�m or
even re¯ned further, the in°uence of a tinier posi-
tioning error can be found out. TCM therefore

Table 1. The method of grouping the rings.

Group G1 G2 . . . G99 G100

Rings in the
group

1st–5th 6th–10th . . . 491st–495th 496th–500th

Radial
distance
(mm)

0.1 0.2 . . . 9.9 10

Table 2. Assessment* of the proximity of NG and No.

Relative errors 0mg/dL (%) 500mg/dL (%) 1000mg/dL (%) 1500mg/dL (%) 2000mg/dL (%) 2500mg/dL (%)

Max. 7.10 7.06 7.07 7.08 7.01 7.16
Min. 0.02 0.01 0.03 0.01 0.01 0.01
Mean 1.70 1.71 1.59 1.67 1.64 1.70
SD 1.33 1.29 1.32 1.42 1.32 1.42

Correlation coe±cient 99.99 99.99 99.99 99.99 99.99 99.99

The assessment is based on the data removed the signals before 0.8mm. The previous studies2,3,7 has proved that FRP located
farther than 1mm under these parameters.

C. Ma et al.
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becomes a more advantageous method. Firstly and
most importantly, it can avoid the other error
sources except the given error, resulting in more
distinguishable e®ects of the speci¯ed errors in
measurement results. Additionally, the data from
one MC simulation can be used for analyzing
multiple errors, which is more e±cient. We cannot
only introduce di®erent magnitude errors, such as
1–10�m (as shown in Fig. 4), but also di®erent
direction errors, such as þ5�m, �5�m (as shown in
Fig. 5).

2.3. Light source drift

2.3.1. Method of analysis of light source

drift based on MC simulation

In the measurement of applying the aforementioned
FRT method, at least four kinds of solutions, with
di®erent glucose concentrations, need measuring for
their re°ection. In order to achieve more precise
result, every position is required to be collected 100
times at least. The measurement ranges from 0.8 to
5mm, with an interval of 0.2mm, which means 22
positions need to be measured for one solution.
Since there are four solutions, the measurement
approximately lasts one hour. Therefore, it is criti-
cal to take into account the e®ect of light source
drift during the measurement.

The light source drift has a signi¯cant e®ect
on spectra measurement.6 In order to obtain more

Table 3. Quantitative analyses of positioning errors.

Magnitude of
error (�m) þ5 þ1 0 �1 �5

PNs in G1
Nx¼0:105 ¼

P105

i¼1
Ni Nx¼0:101 ¼

P101

i¼1
Ni Nx¼0:1 ¼

P100

i¼1
Ni Nx¼0:099 ¼

P99

i¼1
Ni Nx¼0:095 ¼

P95

i¼1
Ni

PNs in G2
Nx¼0:205 ¼

P205

i¼106
Ni Nx¼0:201 ¼

P201

i¼102
Ni Nx¼0:2 ¼

P200

i¼101
Ni Nx¼0:199 ¼

P199

i¼100
Ni Nx¼0:195 ¼

P195

i¼96
Ni

. . . . . . . . . . . . . . . . . .

PNs in G99
Nx¼9:905 ¼

P9;905

i¼9;806

Ni Nx¼9:901 ¼
P9;901

i¼9;802

Ni Nx¼9:9 ¼
P9;900

i¼9;801

Ni Nx¼9:899 ¼
P9;899

i¼9;800

Ni Nx¼9:895 ¼
P9;895

i¼9;796

Ni

PNs in G100
(abandoned) Nx¼10 ¼

P10;000

i¼9;906

Ni Nx¼10 ¼
P10;000

i¼9;902

Ni Nx¼10 ¼
P10;000

i¼9;901

Ni Nx¼9:999 ¼
P9;999

i¼9;900

Ni Nx¼9:995 ¼
P9;995

i¼9;896

Ni

Fig. 3. Schematic of positioning inaccuracy.

Fig. 4. The FRPs with positioning errors at di®erent levels by
simulation.

Fig. 5. The FRPs with positioning errors at di®erent direc-
tions by simulation.

MC simulation-based TCM for noninvasive blood glucose sensing by NIRS
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precise measurement result, it is our aim to inves-
tigate how to identify and minimize the error origi-
nated from light source drift by using MC
simulation modeling method. The re°ection inten-
sity obtained under 1010 incident PNs represents the
situation when the light source remains stable.
Meanwhile, the change of the incident PNs sto-
chastically represents the light source drift. Through
computing the di®erences of the re°ection intensity
in Intralipid solution with and without glucose, we
can get the °oating reference curves containing light
source drift error. Compared with the curves with-
out error, the curves with positioning error readily
show the e®ects of source drift. The details such
as the incident PNs, glucose concentration and
processing methods, are described in Table 4.

There are some explanations for parameters used
in Table 4. \þ1%" denotes that the incident PNs is
1% more than the reference incident PNs, and ac-
cordingly, \�1%" denotes that the incident PNs is
1% less than the reference incident PNs; \I" means
the FRP without light source drift, \II" and \III"
means the FRP with \þ1%" and \�1%" errors,
respectively. The °oating reference curves with
di®erent errors are shown in Fig. 6.

2.3.2. Method of eliminating the light
source drift error

By applying the model expressed in Sec. 2.3.1 and
Table 4, we can make sure that the light source drift

has an obvious e®ect on measurement of FRP. In
order to eliminate the error, a NP is proposed. The
main steps of NP are listed as follows:

N0 ¼ N ; ð3Þ
Nn ¼ Rdrn � ð2�RnÞ � 4 �N ; ð4Þ
Rn ¼ Nn

N0

¼ Rdrn � ð2�RnÞ � 4; ð5Þ

where N0 equals to the incident PNs N , Nn is the
PNs of nth ring, and Rn is the ratio of Nn to N0.

In the procedures for analyzing the light source
drift introduced in Sec. 2.3.1, the di®erence opera-
tion is between the PNs (Nn) of Intralipid solution
with and without glucose to obtain the FRPs. NP
method proposes to replace PNs (Nn) with Rn in the
di®erence operations. The results are shown in
Fig. 6 which indicates that the performance of NP
in reducing the light source drift is satisfying.

3. Results and Discussions

3.1. The e®ect of positioning

error on FRP

In this section, we demonstrate the simulation
results of the positioning error. MC simulations
were performed at 1310 nm with 1010 incident PNs.
The simulating Intralipid solution is ¯xed at 2%
with glucose concentration from 0 to 2500mg/dL.
Previous studies2,3,7 have proved that the FRP is
sensitive to wavelength and Intralipid concentra-
tion, instead of glucose concentration. Therefore, in
our experiment, we use the results of Intralipid so-
lution with glucose concentration of 2000mg/dL as
a representation. The °oating reference curves with
positioning errors at di®erent levels are shown in
Fig. 4 based on TCM theory.

It can be observed that the theoretical FRP
locates at 1.93016mm in Fig. 1, while Fig. 4 shows
that an evident deviation exists between theoretical
and calculated positions resulting from positioning
inaccuracy. As predicted, even a tiny inaccuracy
value may lead to obvious errors. The positioning

Table 4. Error analysis method of light source drift.

Light source drift Incident PNs Glucose concentration (mg/dL) Processing method FRP

1� 0 1010 0:500:2500 PNIntraþglu 1� � PNIntra 1� I

2� þ1% 1.01 * 10
10 0:500:2500 PNIntraþglu 2� � PNIntra 1� II

3� �1% 0.99 * 10
10 0:500:2500 PNIntraþglu 3� � PNIntra 1� III

Fig. 6. The FRPs with light source drift errors by simulation.

C. Ma et al.

1650041-6

J.
 I

nn
ov

. O
pt

. H
ea

lth
 S

ci
. 2

01
7.

10
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 H

U
A

Z
H

O
N

G
 U

N
IV

E
R

SI
T

Y
 O

F 
SC

IE
N

C
E

 A
N

D
 T

E
C

H
N

O
L

O
G

Y
 o

n 
09

/2
2/

18
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



inaccuracy-dependent errors are quantitatively an-
alyzed in Table 5.

Table 5 indicates that 1–10�m positioning errors
can a®ect the results to a certain degree. Even 1�m
inaccuracy in positioning would bring in 1.75%
relative error in FRP. It is noticeable that the rel-
ative error would increase in response to the in-
crease in positioning deviation. We can see from
Table 5 that 7�m deviation in positioning leads to
about 10.63% relative error in FRP.

Since the positioning error may be \nearer (---)"
or \farther (++)" in actual measurements, Fig. 5
shows the e®ects of positioning error at di®erent
directions. Furthermore, the errors caused by dif-
ferent direction positioning inaccuracy are quanti-
¯ed in Table 6.

Figure 5 and Table 6 both further demonstrate
that the positioning error does in°uence the FRP

measurement signi¯cantly. It is noteworthy to
mention that di®erent direction errors have
inverse e®ects: the nearer error will make the
theoretical location shift to a new place closer to
the source, while the farther error will make a
contrary e®ect.

According to Tables 5 and 6, we ¯nd that the
error caused by the positioning inaccuracy increases
in response to the increase in positioning deviation.
As long as the positioning error reaches �7�m, the
relative error will be more than 10%. Hence, it
comes to the conclusion that the positioning inac-
curacy should be controlled at least in 7�m for
achieving more precise measurement.

3.2. The e®ect of light source

drift on FRP

In this section, we show the simulation results of
light source drift. MC simulations were carried out
with the parameters listed in Table 7.

By processing the spectral data based on the
method expressed in Sec. 2.3.1, the curves with light
source drift errors are shown in Fig. 6 (take the
2000mg/dL solution as an illustration).

Figure 6 provides an intuitive result that the
light source drift has more serious in°uence than the
positioning inaccuracy dose. For a more credible
conclusion, we analyze the error statistically and
the results are listed in Table 8.

Both Fig. 6 and Table 8 indicate that there will
be a bias when the light source drift occurs during
the measurement. In addition, when the source
becomes stronger than that at original state, the
FRP moves toward the source, vice versa.

The error caused by light source drift is more
obvious than positioning inaccuracy, such as
62.54% relative error lead by 5% °uctuation. In
order to eliminate this error, we adopt NP method
proposed in Sec. 2.3.2.

Figure 7 shows that the error induced by light
source drift has almost been eliminated, which
indicates the action of NP on reducing light source
error is signi¯cantly e®ective. The evaluation of NP
is listed in Table 9 quantitatively.

According to Table 9, the NP method can sig-
ni¯cantly reduce the error caused by light source
drift. The relative error have been reduced by
99.13%, on average, compared with Table 8.
Moreover, NP is more e®ective on greater light
source drifts. Therefore, we can utilize the NP

Table 5. The error caused by di®erent magnitude
positioning inaccuracy.

Positioning
error (mm)

FRP
(mm)

Absolute
error (mm)

Relative
error (%)

0 1.93016 — —

0.001 1.89636 �0.0338 1.75
0.002 1.87154 �0.05862 3.04
0.003 1.84395 �0.08621 4.47
0.004 1.81498 �0.11518 5.97
0.005 1.78588 �0.14428 7.48
0.006 1.75647 �0.17369 9.00
0.007 1.72508 �0.20508 10.63
0.008 1.69343 �0.23673 12.26
0.009 1.66422 �0.26594 13.78
0.01 1.63249 �0.29767 15.42

Table 6. The error caused by di®erent direction
positioning inaccuracy.

Positioning
error (�m)

FRP
(mm)

Absolute
error (mm)

Relative
error (%)

þ9 2.2146 0.28444 14.74
þ7 2.1568 0.22664 11.74
þ5 2.09586 0.1657 8.58
þ3 2.02999 0.09983 5.17
þ1 1.96326 0.0331 1.71
0 1.93016 — —

�1 1.89636 �0.0338 1.75
�3 1.84395 �0.08621 4.47
�5 1.78588 �0.14428 7.48
�7 1.72508 �0.20508 10.63
�9 1.66422 �0.26594 13.78

MC simulation-based TCM for noninvasive blood glucose sensing by NIRS
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method to reduce the error induced by light source
drift.

3.3. The e®ect incorporating
positioning inaccuracy with

light source drift on FRP

Sections 3.1 and 3.2 have illustrated the e®ects of
positioning inaccuracy and light source drift, re-
spectively. In this section, we will focus on the
e®ects at the occasion of positioning inaccuracy and

light source drift exist simultaneously during the
simulation.

Here, we mainly discuss the comprehensive
e®ects of �10�m positioning inaccuracy and �5%
light source drift. The corresponding results are
shown in Fig. 8.

Compared with Figs. 5 and 6, Fig. 8(a) shows
that the comprehensive errors of positioning inac-
curacy and light source drift are more random and
complex. The combined error is not a simple su-
perposition of the individual e®ect caused by those
two factors. To assess the errors more accurately,
we use statistical analyses to assist our experimental
analysis. The results are shown in Table 10.

Tables 6 and 8 have shown that the \ þ" error in
positioning would make the theoretical position
move away from the source and the \�" error in
light source drift would make it move towards the
source. However, from Table 10, we can see that the
\++10¹m & ++5%" error makes the theoretical lo-
cation move towards the source, which indicates
that the light source drift is dominantly relevant to
the positioning inaccuracy. Furthermore, the NP
method is adopted to reduce the light source drift
and the e®ects of NP are presented in Fig. 8(b) and
Table 11.

Table 7. Simulating parameters for light source drift.

Light source
change rate (%)

Radial distance
(mm)

Wavelength
(nm)

Intralipid
concentration (%)

Glucose concentration
(mg/dL)

1� �5 0.1:0.1:10 1310 2 0:500:2500
2� �2 0.1:0.1:10 1310 2 0:500:2500
3� �1 0.1:0.1:10 1310 2 0:500:2500
4� 0 0.1:0.1:10 1310 2 0:500:2500
5� þ1 0.1:0.1:10 1310 2 0:500:2500
6� þ2 0.1:0.1:10 1310 2 0:500:2500
7� þ5 0.1:0.1:10 1310 2 0:500:2500

Fig. 7. The FRPs with light source drift errors with NP.

Table 8. Errors of light source drift at di®erent levels.

Light source
drift (%)

FRP
(mm)

Absolute
error (mm)

Relative
error (%)

�5 3.12674 1.19658 61.99
�2 2.3805 0.45034 23.33
�1 2.16574 0.23558 12.21
0 1.93016 — —

þ1 1.70553 �0.22463 11.64
þ2 1.47263 �0.45753 23.70
þ5 0.72304 �1.20712 62.54

Table 9. Errors of light source drift for di®erent levels
with NP.

Light source
drift (%)

FRP
(mm)

Absolute
error (mm)

Relative
error (%)

Improvement
(%)

�5 1.93972 0.00956 0.50 99.20
�2 1.92977 �0.00039 0.02 99.91
�1 1.93293 0.00277 0.14 98.82
0 1.93016 — — —

þ1 1.93526 0.0051 0.26 97.73
þ2 1.92791 �0.00225 0.12 99.51
þ5 1.93515 0.00499 0.26 99.59
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It can be seen from Table 11 that NP works ef-
fectively on reducing the error caused by light
source drift. Compared with Table 10, the relative
error has been reduced to a certain degree after the

NP model has been used. Thus, NP method can be
used in FRP measurement to reduce the error
caused by light source drift.

3.4. Experimental veri¯cation
of the NP theory

Based on the MC simulation, the NP theory can
reduce the error caused by light source drift e®ec-
tively. In this section, we will perform some
experiments by using home-made measuring system
to further verify the e®ect of the NP theory. The
°ow diagram of measuring system used for veri¯-
cation is shown in Fig. 9.

Figure 9 shows that only one ¯ber bundle probe
has been utilized in the home-made measuring sys-
tem for light transmission, which means that the
spectral signal information of the glucose solution
and the light source cannot be collected simulta-
neously during the period of FRP measuring. In
order to use the NP model on the experimental
results, we ¯rstly try to shorten the time of mea-
surement during measuring, and secondly, the light
source information is obtained by putting the
standard re°ective plate instead of the solution
after glucose solution being measured. The experi-
ments were carried out following with the para-
meters sequentially listed in Table 12.

(a) (b)

Fig. 8. The °oating reference curves with positioning errors and light source drift errors: (a) without NP model and (b) with NP
model.

Table 11. Comprehensive errors of positioning inaccuracy and
light source drift with NP.

Light source
drift

FRPs
(mm)

Absolute
error (mm)

Relative
error (%)

Improvement
(%)

þ10�m & �5% 2.26337 0.33321 17.26 78.37
þ10�m & 0% 2.25182 0.32166 16.66 0.00
þ10�m & þ5% 2.24799 0.31783 16.47 62.91
0�m & �5% 1.91741 0.00956 0.50 99.20
0¹m & 0% 1.93016 — — —

0�m & þ5% 1.93505 0.00499 0.26 99.59
�10�m & �5% 1.63155 �0.29861 15.47 64.64
�10�m & 0% 1.62584 �0.30432 15.77 0.00
�10�m & þ5% 1.62169 �0.30847 15.98 82.35

Table 10. Comprehensive errors of positioning inac-
curacy and light source drift without NP.

Light source
drift

FRP
(mm)

Absolute
error (mm)

Relative
error (%)

þ10�m & �5% 3.47082 1.54066 79.82
þ10�m & 0% 2.25182 0.32166 16.66
þ10�m & þ5% 1.07322 �0.85694 44.40
0�m & �5% 3.12674 1.19658 61.99
0¹m & 0% 1.93016 — —

0�m & þ5% 0.72304 �1.20712 62.54
�10�m & �5% 2.77475 0.84459 43.76
�10�m & 0% 1.62584 �0.30432 15.77
�10�m & þ5% 0.18249 �1.74767 90.55

Fig. 9. Schematic of the home-made measuring system.
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Based on the spectral data measured by the system,
the °oating reference curves can be plotted in Fig. 10.

Figure 10(a) shows that the FRPs measured
by experiment locate dispersedly. Compared with
Figs. 10(a), 10(b) shows that the points processed

with NP is more concentrated, and the position is
much closer to the MC result. Table 13 demon-
strates the digital analyses based on the graphic
form in Fig. 10.

According to Table 13, the measurement accu-
racy of the FRPs have been improved to a certain
degree by NP method, and the average and stan-
dard deviation have been improved by 22.69% and
71.28%, respectively.

Hence, both MC simulation and measurement
experiment have proved that NP method can ef-
fectively reduce the error caused by light source
drift. Thereby, a solution for improving the detec-
tion ¯ber of the measurement system is provided,
and shown in the °ow diagrams in Fig. 11.

Traditional measurement system (a) utilizes one
¯ber for detecting re°ection intensity. Our im-
proved system (b) utilizes two ¯bers for detecting
both light source intensity and re°ection intensity
respectively, which can reduce the error induced by
the light source drift using the NP method.

4. Conclusion

In this paper, we mainly discuss the errors caused
by the positioning inaccuracy and light source drift

Table 12. Experimental parameters for verifying NP method.

Order

Radial
distance
(mm)

Wavelength
(nm)

Intralipid
concentration

Glucose
concentration

(mg/dL)

1� 1:0.2:4.8 1311 2% 0
2� 1:0.2:4.8 1311 The standard re°ectance plate
3� 1:0.2:4.8 1311 2% 1500
4� 1:0.2:4.8 1311 The standard re°ectance plate
5� 1:0.2:4.8 1311 2% 2000
6� 1:0.2:4.8 1311 The standard re°ectance plate
7� 1:0.2:4.8 1311 2% 2500
8� 1:0.2:4.8 1311 The standard re°ectance plate

(a)

(b)

Fig. 10. The FRPs by experiment: (a) without NP model and
(b) with NP model.

Table 13. Errors of light source drift of experimental
measurements.

1500
(mg/dL)

2000
(mg/dL)

2500
(mg/dL) Mean

SD
(%)

Points without
NP (mm)

3.07312 2.96103 2.82631 2.95349 12.36

Points with
NP (mm)

2.28243 2.31925 2.24829 2.28332 3.55

Improvement 25.73% 21.67% 20.45% 22.69% 71.28

Fig. 11. Schematic of measurement system: (a) traditional
measurement system and (b) improved measurement system
for reducing the light source drift.
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based on MC simulation. Firstly, a novel method —

TCM is put forward to quantify the positioning
error. TCM has two prominent superiorities. One is
the °exibility in analyzing multiple errors on the
basis of one MC simulation data, which provides the
theoretical justi¯cation and improves our work ef-
¯ciency. The other is the avoidance of other error
sources except the speci¯ed positioning error, lead-
ing to more accurate e®ects of the speci¯c error on
measurement. According to the investigation based
on TCM, in order to more accurately measure the
FRP, the positioning error should be controlled
within 7�m at least. Afterwards, the e®ects of light
source drift are discussed quantitatively. Based on
the conclusions, NP method is developed for re-
ducing errors due to the light source drift. More-
over, this process provides a guidance to improve
the measurement system by designing a ¯ber for
collection of light intensity and re°ection simulta-
neously. Both TCM and NP can amend the mea-
surement of FRP so as to make the results more
credible, which will improve the FRT. Thereby,
both of them are very promising for assisting in
in vivo noninvasive glucose sensing.
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